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Abstract. There is lot of effort to find suitable measures of interesting-
ness of association rules. The most known measures are confidence and
support but there are tens of additional ones. Each association measure
can be understood as a function of four independent variables. These
variables correspond to frequencies from a fourfold contingency table of
antecedent and succedent. A natural way to investigate functions is to
study their graphs. However it is hard to deal with graphs of functions
of four independent variables; thus graphs are generally not suitable to
study association measures. We show that tables of critical frequencies
can be used to overcome this difficulty for some important classes of
association measures. We give an overview of important classes of asso-
ciation measures and then we show how the graphs of tables of critical
frequencies describe behavior of corresponding association measures in a
reasonable way.

1 Introduction

There are lot of papers dealing with various aspects of association measures; see
e.g. [5-7]. The goal is to find optimal criterion of truthfulness of the association
rule ¢ =~ ¥ expressing a relation of Boolean attributes ¢ and ¥ in given data.
We suppose to have data matrix M with two Boolean columns corresponding
to ¢ and 1. Both ¢ and % can be derived from the other, usually non Boolean,
columns. The whole situation is fully described by the four-fold contingency
table 4ft(p, 1, M) (the 4ft table for short) of ¢ and v in the data matrix M. It
is the quadruple (a, b, ¢,d) of natural numbers such that a is the number of rows
of M satisfying both ¢ and v, b is the number of rows of M satisfying ¢ and
not satisfying v etc.; see Table 1.

Table 1. 4ft table 4ft(p, %, M) of ¢ and 9 in M

M| b |
el a | b
| ¢ d
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There are various requirements concerning relation of ¢ and . We can try
to express the ”classical” association rule with confidence and support, some
relation described by a simple condition concerning frequencies a, b, ¢, d from the
4ft table 4ft(p, ¥, M) or even a relation corresponding to a statistical hypothesis
test. We call the symbol ~ as 4ft-quantifier [11]. The truthfulness of the rule
¢ &~ 1 in data matrix M is often defined such that ¢ ~ v is true if and only
if Fx(a,b,¢,d) > p or Fx(a,b,c,d) < p where {(a,b,c,d) = 4ft(p,1, M). The
function Fr and the parameter p are given by the 4ft-quantifier ~. We call
the function Fx, the evaluation function of 4ft-quantifier ~. Examples of 4ft-
quantifiers and their evaluation functions are in section 2.

Properties of the 4ft-quantifier ~ are fully described by behavior of its evalua-
tion function Fi. A natural way to investigate functions is to study their graphs.
Some results in this direction are presented in section 2. The evaluation func-
tion is the function of four independent variables; thus graphs are not suitable
to study association measures. This problem can be partly solved by graphs of
tables of critical frequencies that describe behavior of important 4ft-quantifiers
in a comprehensive way; see section 4. Graphs of tables of critical frequencies are
used in section 5 to describe behavior of several important 4ft-quantifiers. Sec-
tion 6 compares our approach to related work. Conclusions and further research
are presented in section 7.

2 Evaluation Functions of 4ft-quantifiers

The association rule is the expression ¢ =~ 1 where ¢ and 1) are Boolean at-
tributes and = is the 4ft-quantifier. The rule ¢ ~ 1 is true in the analyzed data
matrix M if the condition related to the 4ft-quantifier ~ is satisfied in the 4ft
table 4ft(¢p, ¥, M) of ¢ and 1) in M; see Tab. 1 and Section 1. Some important
4ft-quantifiers are presented below. We use a, b, ¢, d see Tab. 1. In addition we
use n = a + b+ ¢+ d. We also define the evaluation function F~ introduced in
Section 1 for each presented 4ft-quantifier ~.

The 4ft-quantifier =, of founded implication is for 0 < p <1 defined in (3]
by the condition ﬁb > p. The rule ¢ =, ¢ says that at least 100p per cent of
objects of M satisfying ¢ satisfy also 1. The evaluation function FL,  of =, is
defined such that F. (a,b,c,d) = thus we write only F-, (a,b) instead of
F. (a,b,c,d)

Remark: The 4ft-quantifier of founded implication is actually defined by the
condition ﬁ_b >pAa> B where 0 < p <1, and B > (0. We omit the parameter
B because of we are interested in the graph of the function I, (a,b). The same
is true for the additional 4ft-quantifiers in this paper.

The 4ft-quantifier iém of lower critical implication is for 0 < p< 1 and
0 < a < 0.5 defined in [3] by the condition S (“F*)p*(1 — p)+t*~* < a. The

=a K3
rule ¢ :>;7a ¥ can be derived from the statistical binomial test (on the signifi-
cance level of a) of the null hypotheses Hy : P(1|¢) < p against the alternative
one Hy : P(¥|p) > p. The rule ¢ iiwz 1 is true in the data matrix M exactly in

those cases when Hj is rejected by the test in favour of H;. Here P(¢|p) is the

2
a+b?
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conditional probability of the validity of 1/) under the condition ¢. The evaluation
function FL,: is defined such that FL, (a bye,d) = 00 (T pi (1 —p)att,

thus we write only F_, (a b) instead of L (a,b,¢,d).
The 4ft- quantlﬁer :> o of upper cmtzcal zmplication is for 0 < p < 1 and
0 < a < 0.5 defined in [3] by the condition Y 7 (‘H,'b)pi(l — )ittt > q.

7
The rule ¢ :%),oz ¢ can be derived from the statistical binomial test (on the
significance level of «) of the null hypotheses Hy : P(¢|¢) > p against the

alternative one Hi : P(¢|¢) < p. The evaluation function F.: s defined such
that F» (a,b,¢,d) =37 (“T*)pi(1 — )+~ thus we write only Fo: (a,b)
instead of F_-» (a,b,c,d). '

The 4ft- quaintiﬁer =, of founded equivalence is for 0 < p < 1 defined in [2]
by the condition “+d > p. The rule ¢ =, ¥ means that ¢ and v have the same
value (either true or false) for at least 100p per cent of all objects of M. The
evaluation function F= of =, is defined such that F= (a,b,c,d) = a+‘2fci+d.

The 4ft-quantifier ~;5 of simple deviation is for 0 < § defined in [3] by the
condition ad > e’be. The rule ¢ ~; 1 can be interpreted as ”the logarithmic
interaction of ¢ and v is estimated to be greater than 0”. The evaluation function
F.; is defined such that F.,(a,b,c,d) = In({Z ) the verification condition is
F.,(a,b,c,d) > é.

The Fisher’s quantifier ~,, is for 0 < o < 0.5 defined in [3] by the condition
a+c)(a+b+c+d—i

Z;n:h;(wb’a“) (Z(T‘de’)’) < a Aad > bc The rule ¢ ~, 1) can be derived

a+b

from the statistical one-sided Fisher’s test (on the level of v ) of the null hypothe-
sis Hyp : ¢ and ¢ are independent against the alternative one H; : the logarithmic

interaction of ¢ and v is positive. The evaluation function F._ of ~, is here
a _ gmintatbare (7)) |
efined such that F._(a,b,c,d) =)~ ENGHGO if ad > bc and
F._(a,b,c,d) = 0.5 if ad < be. The verification condition is F.._(a,b,c,d) < «
(for 0 < a < 0.5).
The 4ft-quantifier :>; of above average dependence is for 0 < p defined in

[12] by the condition %5 > (1 4 p)%te. The rule ¢ = ¢ means that among

the objects satisfying ¢ is at least 100p per cent more objects satisfying ¢ than
among all objects. The evaluation function F ot of :s;f is defined such that

F+ (a,b,c,d) = @t (ate — L the verification condition is Fy (a,b,c,d) => p.

The last presented quantifier is the pairing quantifier oe. The quantifier

was introduced in [4] by condition 2-5 +;4 > p and should measure the level of
pairing of tuple of examined items. The evaluation function for the quantifier

is Foe(a,b,c,d) =2 Zfd4 The function is independent on b and ¢ and can be
written as Foe(a,d).

3 Graphs of Evaluation Functions

The method described in this article tries to learn evaluation functions of associ-
ation measures by graphical means. The first attempt to explore the quantifiers
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was to plot them with suitable graphical tools. One can only draw graphs of func-
tions that contain two or three independent variables. In case of three indepen-
dent variables, we chose one of the variables (the least significant) as parameter
and draw graphs of two remaining variables while changing the parameter.

Although work described in this section was done mainly to get familiar-
ized with functions and did not contain any special theory, we obtained one
interesting result. It is the comparison of the founded equivalence and pairing
quantifiers. The pairing quantifier is defined only by a and d, founded equiva-
lence uses additionally n, size of the contingency table. We used n as parameter
for the graph. The two graphs can be seen in figure 1.

Founded n = 2000. Pairing
equivalence

1,000 - 1,000

Fig. 1. Founded equivalence and Pairing quantifiers graphs

Semantics of the quantifier is stated by its evaluation function. However, the
formula for pairing quantifier is too complex to be comprehended. Therefore it
is suitable to examine graph of this quantifier and compare it to the graph of the
founded equivalence , because these two quantifiers use same variables (a and d).

The founded equivalence graph is a plane that increases with a and d and its
slope is determined by n. Contrary, the pairing quantifier’s graph is a "ridge”
above the ad diagonal. Then, the characterizing property of the founded equiva-
lence is the bigger a+d, the better' and for pairing quantifier the closer a is to
d, the better.

Both quantifiers have disadvantages: founded equivalence is unable to distin-
guish between a and d. This fact reveals common misunderstanding of equiva-
lence quantifiers: although it may seem that equivalence is a stronger implication,
for implicational and equivalence classes of quantifiers, it is not the case. The
pairing quantifier on the other hand is unable to consider b and ¢, thus resulting
rule may be weakly supported.

! This was apparent also from the evaluation function.
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The analysis shows us how to use both quantifiers in a more profound way.
When using founded equivalence , we should also look at the ratio of a/d to see
how good the rule is in terms of positive and negative examples. We should use
pairing quantifier to find balanced all-positive, all-negative examples ratio; it
is preferable to aid with the founded equivalence evaluation function. This new
perception of the two quantifiers was made possible mainly by examining their
graphs.

One of the initial motivations was to somehow express the founded impli-
cation, lower critical implication and upper critical implication from the same
point of view. Graph of functions do not help, because the only way to graph
critical implications is to set p as parameter, which makes them incomparable
to the founded implication, where the p is value of two-dimensional function.
This problem is solved in section 5 by displaying graphs of critical frequencies
of quantifiers.

4 Tables of Critical Frequencies

Tables of critical frequencies are closely related to classes of 4ft-quantifiers. Ex-
amples of classes of 4ft-quantifiers are: implicational quantifiers [3], double im-
plicational quantifiers [11] or X- equivalency quantifiers [11]. There are both
theoretically interesting and practically important results that are related to
classes of 4ft-quantifiers. These results concern namely deduction rules of the
form (p*‘f:ﬁ, where both ¢ &~ ¢ and ¢’ ~ 1)’ are association rules; see [11], dealing
with missing information; see [3,9] and definability of association rules in classi-
cal predicate calculi with equality [10]. There are also results concerning tables
of critical frequencies that can be used to optimize verification of particular
association rules.

We use tables of critical frequencies to simplify graphical description of be-
havior of some of quantifiers introduced in section 2. We deal with the class of
implicational quantifiers and with the class of quantifiers with F-property.

The class of implicational quantifiers is defined in [3] such that the 4ft quan-
tifier =* is implicational if it satisfies the condition

=" (a,b,c,d)=1 AN a >a AV <b implies =* (a,b,c,d) =1

for all the 4ft tables (a,b,c,d) and {(a’,b',¢/,d’). Tt is proved in [3] that the
quantifiers =, of founded implication , :>!p’a of lower critical implication and

:>;’a of upper critical implication (see section 2) are implicational. It is easy
to prove that for each implicational quantifier there is a non-negative and non-
decreasing function Th_.« with value Tb—~(a) € {0,1,2,...} U{oo} such that
it is

=" (a,b) =1 if and only if b < Th—(a)
for all integers a > 0 and b > 0. We call the function Tb—« a table of maxi-
mal b for implicational quantifier =* [3,9]. It is important that precomputed
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function Th_.« makes it possible to use a simple test of inequality instead of a
rather complex computation. E.g., we can use inequality b < Tb:>sp . (a) instead

of condition Y ¢ %pi(l — p)* =" < « for quantifier =, , of lower crit-
ical implication.
The class of 4ft-quantifiers with F-property is defined in [8] (see also [13])

such that the 4ft quantifier ~ has the F-property if it satisfies:

1. If ~(a,b,c,d)=1and b>c¢—12>0then =~ (a,b+1,¢c—1,d) = 1.
2. If = (a,b,c,d)=1and c>b—12>0then ~ (a,b—1,c+1,d)=1.

We say that the quantifier =~ is symmetrical [3] if it satisfies
~ (a,b,c,d) == (a,c,b,d). It is proved in [8] that for the symmetrical 4ft-quantifier
~ with the F-property there is a function T that assigns to each triple (a, d,n)
of natural numbers satisfying a + d < n the number Tx(a,d,n) such that for
eachb>0and ¢ >0 wherea+b+c+d=nitis

~ (a,b,c,d) = 11ff |b—c| > Tx(a,d,n) .

The function Tx(a, d,n) can be used in the same way as the function Tb_.« (a)
for the implicational quantifier =*, see above. The function Tx(a, d,n) is called
table of minimal |b— ¢

The functions Tho.~ and Tx(a,d,n) are called tables of critical frequencies.
Note that there are also tables of critical frequencies for additional classes of
4ft-quantifiers; see e.g. [13].

The above stated theory allows us to compare quantifiers with reduced di-
mensionality. For given implicational quantifiers =>; and =5 and for given a, we
say that =1 is I-stronger than =9, if Th=. (a) > Tb=.,(a). Similarly, for given
quantifiers with the F-property ~1, ~5 and for given a, d and n, we say that ~
is F-stronger than ~o, if Ty, (a,d,n) < Tx,(a,d,n).

5 Graphs of Tables of Critical Frequencies

5.1 Implicational quantifiers

By the means stated in section 3 we examined the three most used implicational
quatifiers: founded implication, lower and wupper critical implication. Figure 2
displays graphs of maximal b’s for p = 0.8, « = 0.05 and for a = 0. ..1000.

The graph shows, that we cannot use (in the examined range of a) computa-
tionally simple founded implication instead of statistically sound but computa-
tionally demanding lower and upper critical implications. This is an important
result that could not be obtained without construction of tables of maximal b’s.

We can think of tables of mazimal b as another definition of the quantifier.
It is function from a to b. For founded implication we know exact definition of

the function. It is Tb=. = [@ + 1-‘ and can be obtained by basic arithmetic

operations, [x] means upper integer part of z. To our best knowledge, arithmetic
extraction of the function for critical implications is impossible. For construction
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Fig. 2. Tables of maximal b’s for implicational quantifiers

of the table, we programmed iterations over a and b and checked, when the eval-
uation function stops being valid. This is computationally demanding because
of the factorials in binomial coefficient and cannot be done effectively for very
high numbers. Thus the method cannot be used to calculate values of functions
close to infinite values.

To get a better idea about the functions, we examined their slopes. It is
constant for founded implication and equals the 1]‘%”. Slopes of the critical im-
plication in chosen points (a values) are shown in table 2.

Table 2. Slopes of critical frequencies

p=0.8,a=0.05 10 100 (300 |500 |700 |900 |1000
Lower Critical Impl. 0.1 0.16 (0.2 0.21 ]0.215 |0.22 ]0.22
Upper Critical Impl. 0.7 0.36  |0.306 [0.294 ]0.285 ]0.282 [0.281

The table reveals interesting facts. Note, that the difference between slopes
of critical implications and slope of founded implication remains the same. This
means that the critical implications maximal b’s tables are symmetric with re-
spect to the founded implication maximal b table.

Our working hypothesis is, that

. Tha | (a) . Thse (a) . Tbs, (@) 1-p
lim —— = lim —=—— = lim = .
a—00 a a—00 a a—00 a P
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