Various Uses of Potential Map in a Soccer Game

Marián Lekavý, Jozef Wagner

Slovak University of Technology,
Faculty of Informatics and Information Technologies,
Ilkovičova 3, 842 16 Bratislava, Slovakia
lekavy@fiit.stuba.sk

Abstract. In many environments, it is possible to store the knowledge about the environment in a potential field, instead of expressing the knowledge explicitly. Potential field is also a powerful tool for agent and multi-agent control and coordination. Majority of approaches based on potential fields focus on the navigation and collision avoidance problem or on work or agent distribution. There also exist some approaches to situation evaluation and strategic decision making. This paper presents several approaches to coordination and teamwork in a simulated soccer game, based on the combination of a potential field map and analytical approach. The potential field is used to create a "fitness map" of the field, while analytical approaches use this map to find the best target and chance of success for individual player skills. Combination of potential field with analytical approaches helps overcoming local extremes, which are a major problem for pure potential field approaches. The presented approaches based on the potential field include team passes (safe passes + predictive pass interception), shooting, dribbling, offside trap avoidance and adapting formation to opponent.

1 Introduction

Various approaches based on the idea of potential fields were used often in the domain of robotics. The information about the environment is converted into a (usually 2D) map of the environment, where high/low values represent good/bad places in the environment. This way, the surrounding world is represented in a more intuitive way, comparing to an array of object representations.

The potential map can be created and used in various ways, depending on the application area. Most applications of potential map (and potential field) focus on finding the best trajectory through the environment or on reactive movement control, letting the agents to move toward the highest/lowest potential. An overview of approaches and applications based on potential fields can be found in the "Related Work" subsection.

This paper presents several approaches based on the idea of a potential field, used in a simulated robotic soccer player in the RoboCup 2D simulation league. The approaches were verified in the simulated player developed at the Faculty of Informatics and Information Technologies in Bratislava [10, 4].
Unlike most other approaches, we don’t rely fully on the potential field, but use it as heuristic information for analytical decision algorithms. This helps us to overcome some problems of pure potential field approaches - the possibility to get stuck in a local extreme when used for reactive behaviour and sensitivity to parameters. It is not possible to remove these problems fully, but we eliminate the worst consequences by not allowing nonsense solutions like passing into a local extreme between two teammates instead of passing to one of them.

We chose the domain of simulated robotic soccer as a coordination and teamwork testing domain for several reasons. The main reason is, that the agents are fully autonomous and have limited communication possibilities. It is difficult to use arranged cooperation, so it is necessary to exploit the possibilities of implicit and predictive cooperation [8].

There are several other constraints that have to be taken into account, making the cooperation problem even more difficult and more interesting. The players act in a real environment, which means that the information provided by their sensors are both inaccurate and incomplete, so the players often need to make their decisions without all the necessary information. At the same time, actions carried out by the players are subject to random noise, so the result of an action is only partially predictable. The predictability of the environment gets even lower, as there are 11 opponent players trying to achieve an opposite goal. Other important constrain is the need to act in real-time, making it hard to use several techniques like deliberation methods or state-space search (especially when the state-space becomes as vast as to be practically infinite).

In section 2, we describe the used potential field, its components and parameters. Section 3 provides an overview of the applications of the potential field, together with their evaluation. In section 4, we describe some improvements and new usage possibilities planned for the future.

1.1 Related Work

Trajectory planning. Since the first approaches [5], much work has been done in this area, including various RoboCup (e.g. [11]) and FIRA ([6]) teams. Various search techniques and motion strategies were developed, including pre-planning and reactive control together with versions suitable for parallel execution (an overview can be found for example here [2]).

In [9], a composite potential field is used to find the best place to run to or kick to. The field is created as superposition of potential fields for players, ball, offside area, penalty area, formation and others. The best value in the composite field is then selected as the target of the next action (dash/dribble/pass). Basically, this is an enhancement of trajectory planning, using a more complex composition of potential fields. The unique idea on this approach is that a single (even if complex) potential field is used to describe the whole behaviour of an agent, even if only at the level of very primitive actions. Similar idea is also used by other teams (e.g. [12]) in a simpler settlement.

Work/agent distribution. If we want to distribute tasks and area among agents, we can set-up a repulsive field for agents and attractive field for tasks
which have to be carried out. This way, we make sure, that the agents are placed
near the tasks, but far enough from each other [1]. It is necessary to tune the
parameters of such potential field and in some cases, it is necessary to implement
some higher-level coordination to avoid local extremes.

Potential probing (Electric field [7,3]). This is a powerful approach, allowing
what-if modelling and strategic decision making. It sets-up a probe on an
interesting place on the field (e.g. a candidate for a pass) and computes the sum
potential on this place. Together with predicting of objects’ movement, it can
calculate the overall fitness of some possible situation on the field, yielding the
fitness of an action leading to this situation. This way, possible actions are evalu-
ated and the best is selected. This approach needs a good generator of possible
actions, which are then evaluated.

2 Potential Field

The potential map used in our player is a 2D grid with rectangular cells. The
centre of the middle cell is in the centre of the play field to obtain symmetry.
Here, we define the potential of a field part as high for a good position and low
for an undesirable position. We use the analogy with physics, where we have to
spend energy and effort to achieve a high peak (good position), while no effort
is needed to reach a bad position, as the opponents try to achieve this.

The potential values are a superposition of a static and a dynamic component.
The static component is an expression of the fact that we want to get from our
defence to opponent’s goal. Therefore, the basic potential increases linear with
the x-axis towards the opponent goal. Similarly, we want the players’ actions to
be attracted to the opponent goal (e.g. to cause the player to dribble towards
the goal from side of the field, instead of dribbling along the x-axis). Therefore,
the values are modified in some distance (34m) from the opponent goal. The
same way, the field around our goal is modified to repulse actions away.

The dynamic component of the value is the influence of players. Teammates
have positive influence, opponents negative. If there is an unidentified player, we
classify him as opponent to avoid unsafe actions.

If the velocity of a player is known, his future position is used in the map.
This way, the potential map predicts the situation in the next cycle, improving
the accuracy of all decisions.

The influence is configurable by two parameters: the influence on the cell the
player stands on (influencePower) and the influence radius (influenceRadius).
With distance, the influence of a player is decreasing linear, until it reaches
zero in the distance influenceRadius. The basic player contribution to a cell is
computed with respect to the centre of the cell, according to Equation 1.

\[
\text{basicContribution} = \text{influencePower} \times \left(1 - \frac{\text{distanceFromPlayer}}{\text{influenceRadius}}\right)
\]  

(1)

The player influence is not identical in all directions. The influence is higher
in the direction of player movement. In the ideal case, the influence would be
dependent on the number of cycles, in which the player is able to reach the place. This would increase the time complexity. Therefore, we used a simplified model. The final contribution is computed according to Equation 2.

\[
playerContribution = \begin{cases} 
  basicContribution \times \cos(bodyAngle), & |bodyAngle| \in (0, 60) \\
  basicContribution, & |bodyAngle| \in (60, 90) \\
  \frac{basicContribution}{4}, & |bodyAngle| \in (90, 180) 
\end{cases} 
\]

Tests showed, that the cell size should be within the interval \((0.75m, 2m)\). Higher resolution doesn’t increase the game quality, but increases computational complexity significantly. With the resolution 0.75m, the whole team runs on a single PC (Athlon@2GHz) without problems. By using evolutionary algorithm to optimise the average of measured game parameters, we found the optimal values \(influencePower = 15\) (with the static values from 0 to 100) and \(influenceRadius = 10m\). An example of the potential map is in Figure 1.

All applications of the potential map (described in the section "Potential Field Applications") use the same potential map described above, except the formation adaptation. For the formation adaptation, the coach creates a map with lower resolution (2 meters, 52x34 cells). The cell value is increased by one for every cycle, in which an opponent occupies this cell.
2.1 Optimization

Optimizations of the potential map implementation are used to reduce memory and computational complexity. We use incremental computing, which only changes the map parts influenced by changes. As all objects in the field only have local influence (i.e., they only influence the area in a circle around them), this leads to a major performance improvement.

Other possibility would be to use on-demand computing, that computes only cells needed in the decision process. On-demand computation approach is equivalent to potential-probing algorithms (like the electric field approach [7, 3]). As most actions are localized near the player performing the computation, the time saving would be considerable. Only the formation analyzer in the coach has to compute the whole potential map to get an overview of the entire field. This is, however, not a problem, as the coach uses lower resolution for the statistical evaluation and coach response is not time critical.

3 Potential Field Applications

This section describes the uses of the potential field (described in the previous section). Each of the approaches described in the next six subsections was statistically evaluated (with the other approaches disabled) against multiple opponents and the most important results are described for each approach. All presented results were collected during at least 10 games (i.e., at least 60,000 simulation cycles) started with the same parameters to collect significant data.

The composite effect of all changes can be found in Table 1 in the "Conclusion" section. The composite effect is not a simple sum of individual effects, but the approaches reinforce each other. The best example is the shoot improvement by 28%, but together with more intelligent dribbling and passing, the overall shooting success was increased by 139%.

3.1 Pass-ball

The simplest use of the map is evaluating a pass-candidate. For all pass candidates, we compute the average value from all cells on the pass trajectory. The pass with the best average value is then selected. If the highest value is too low, some other action is chosen by higher decision logic.

To avoid the evaluation of passes into empty areas and passes through opponents, the pass candidates have to be chosen carefully. Following algorithm is used to generate pass candidates:

1. Eliminate teammates who are too close or too far.
2. Eliminate teammates who are behind an opponent. If an opponent is inside an isosceles triangle with the teammate in the centre of the opposite side (see Figure 2), then the teammate is removed from the list of candidates.
Fig. 2. Pass ball algorithm. A hexagonal grid is used to cover the area around the player. If an opponent is behind the player, only positions in front of the player are evaluated (a), otherwise the whole circle area is evaluated (b). If an opponent is placed in the triangle between the two teammates, the pass is not used.

3. Create sampling points around teammates. We have to choose a point to pass to. The points are selected from a circle area around the teammate. The area grows linearly with distance from the passing player, so for longer passes a larger pass area is taken into account. We use hexagonal grid to cover the whole area (see Figure 2), because hexagonal grid provides the best coverage from all types of grids.

4. Evaluate the sampling points. As already mentioned, the pass value is the average of all values on the pass trajectory.

5. Select the pass with the highest value.

Pass success was increased by 24% (together with local predictive positioning, described below). For direct passes (passes directly to the teammate position), the success increased by 31%. The analytical approach prevents passes through an opponent, to places far from a teammate and into local maxima between teammates. This way, the potential field becomes reliable, because the worst possibilities are simply filtered-out (increasing computational efficiency at the same time). The success was not achieved by being afraid to pass in some situations. In fact, the frequency of passes was increased by 15%.

3.2 Local Predictive Positioning

Local positioning is used to maximize the chance of successfully receiving a pass by changing the player position to "show" himself to the player owning the ball.
A predictive algorithm is used to achieve this. Players without ball predict possible passes by applying the algorithm described in the previous section. The player finds the point, his teammate should pass to, and runs to this point. This way, the player achieves two advantages. First, the player goes to a position, which is suitable for a pass. Second, if his teammate passes to him, he is likely to be already heading for the pass position, saving several simulation cycles and decreasing the probability of pass interception by an opponent.

To disallow the players to drift away from their position in formation, they are only allowed to move in some distance around their home position. Also, movement beyond the offside line and borders of the playfield are not allowed. It would be possible to incorporate the home position into the potential field directly [9]. This way, a player would be attracted to its home position. On the other hand, doing this would tell the player, that his home position is "better" than other positions in the field, which is not true in general. For example, while dribbling, it is necessary to avoid opponents and the home position should be ignored by the dribbling player. Also, highlighting the home position on the map may cause the player to prefer it, even if there is a better position somewhere near. Another reason for restricting the search area is the improvement of computational complexity.

Local positioning was evaluated together with passes, so the results in the previous subsection apply to this subsection too.

3.3 Shoot

Shooting behaviour is, in fact, similar to passing. The difference is, that the shoot target is the opponent goal. All sampling points are placed on the opponent goal. The remaining algorithm steps are identical to pass behaviour - eliminate the points behind an opponent, evaluate the remaining points and select the candidate with the highest value.

When testing the shoot alone (with potential map disabled for other skills), shoot success was increased by 28%. The composition of all approaches increased the shoot success by another 111%. This is mainly caused by dribbling and passing to "better" places of the field, creating better chances to score.

3.4 Offside Trap Overcoming

Similar to pass and shoot, we can also use the pass evaluation algorithm to overcome the opponents' offside trap. The best way to come through the offside trap is to kick forward through the offside line and run for the ball. The pass evaluation algorithm is used to choose the best target for the kick through the offside line.

By using this algorithm, number of offsides per game decreased by 67%. This is mainly an advantage against teams, who intentionally create offside traps. Against teams without offside trap implementation, this has a minimal effect, as the overall number of offsides is very low.
The goal of dribbling is to get the ball close to the opponent goal, while avoiding opponents. At the same time, an important effect of dribbling is to lure the opponents from other teammates. The teammates can then free themselves to receive a pass.

Potential map is used to select the best direction of dribbling. This is the application of the "classical" path planning algorithm. The player is attracted to the opponent goal if near to it. At the same time, he tries to avoid the opponents. To avoid dribbling towards a teammate, teammates are removed from the potential map for the needs of dribbling.

The whole path through the field is not constructed, as the situation on the field changes quickly and paths pre-planned for a longer time (e.g. traversing more than 1/4 of the field) have minimal chance of being accurate. Moreover, while dribbling, the player is subject to interception after a short time (typically one or few seconds). Pre-planning the path (perhaps using some graph-based or flood algorithm) is therefore waste of valuable computation time. The basic algorithm follows:

1. Select points on a semi-circle around the dribbling player in the angle $(-90, 90)$ (see Figure 3)
2. Evaluate the points. Value of a point is equal to the average value of cells on the connection of the point with the dribbling player.
3. Average the values. The final value of a point is equal to the average of $N$ points ($(N - 1)/2$ points to the left and to the right).
4. Choose the point with the highest value as the target of dribbling.

The averaging in step 3 is important, because this way, a triangle is searched, instead of just the path.
This dribbling (without other improvements and with the same higher decision logic) increased ball possession by 60%. This is mainly caused by intelligent avoiding opponents and by dribbling to "good" places with high potential. Together with the other approaches, it also increased shoot success.

3.6 Formation Adaptation

The positional game is an important factor on the path of achieving good results in soccer. The ability to predict the behaviour of the opponent can have a major role in making the correct decisions in a partially observable environment, like robotic soccer.

The ideal tool for analyzing the opponent is the on-line coach, which has a complete overview of the situation on the field. The coach analyzes the opponent by creating a map of the field with cells of size 2x2 meters. Each cycle, the coach increments cells, where an opponent is placed. After a period of time, the map contains relative amounts of time the enemy spent in each sector (Figure 4). This map is then used to compute the optimal offence and defence sub-formation. These sub-formations are then communicated to the players.

Each pre-defined sub-formation (with size of 10x34 segments) comes with a field coverage, which is computed from the positions of players in the given subformation. The sector the player stands on has coverage of 1.0, the sector, which is 10 sectors away from the home sector (the one the player stands on according to the subformation), has coverage of 0.0. The sectors in-between have a linearly decreasing coverage.

The algorithm looks for a maximum value (for defensive sub-formation) or minimal value (for offensive sub-formation) of the sum 3, where, $f(x, y)$ is the value of the sector $(x, y)$ from the opponent map, $c(x, y)$ is the coverage of the sector $(x, y)$. 

![Image](image_url)

**Fig. 4.** Example opponent formation analysis after 300 simulation cycles. Dark fields show places, where enemy players are often positioned.
Various Uses of Potential Map in a Soccer Game

sector \((x, y)\) for the given sub-formation and offset is a value between 0 and 25 representing the offset in sectors of the sub-formation from the home goal line (1 sector = 2 meters, thus the sub-formation can cover any part of the defensive/offensive half of the playfield).

\[
\text{fitness} = \sum_{i=0}^{10} \sum_{j=0}^{34} f(i + offset, j) \times c(i, j) 
\]

The sum is computed for each sub-formation and for each offset. The result of the sum is then averaged to represent the average coverage per player in a sub-formation, so the algorithm doesn’t overvalue large numbers of defensemen. The best sub-formation and its offset are then recommended by the coach.

The best observable results produced by this method are excellent coverage of enemy attackers by the defensive sub-formation, basically producing an implementation of personal defence. In the offensive part of the formation the method successfully chooses sub-formations exploiting weaknesses in the enemy defence. The best results are in situations, where the enemy defence has some parts of the field uncovered. From measurable results, ball possession was increased by 12%. More information about the formation adaptation can be found here: [13].

4 Future Work

The potential field can be further improved and used for other skills and tactics. This way, the player behaviour can be improved without the need of significantly increasing the computational complexity, as the already existing map would be used. This section describes some of the possible improvements:

- Including "what-if" simulation to predict actions outcome (similar to the electric field approach [3]).

- Defensive behaviours - personal defence and blocking of potential passes and shoots. For personal defence, players should move to places with low potential (with high concentration of opponents and low concentration of teammates). Blocking possible passes is similar to the pass-ball skill, covering possible safe opponent passes. Pure-potential approaches have problems with more complex situations (like the defence against several attackers is) as there may be a small local extreme between two objects influencing the potential field, causing the defender to protect the wrong place. However connecting it with a simple analytical approach, considering only connections between passing points (similar to the pass-ball behaviour) solves this easily.

- Communication of key fragments of the map, allowing the player to notify others about interesting places (with very high or very low value or significant for some type of behaviour).

- Improved modelling of player influence on the map, better corresponding to the simulation physics. This would slow-down the computation, but would increase the accuracy of the approach.

- Worse potential on places which were not seen for a long time. If a place was not seen for a long time, its value should decrease to avoid blind actions.
5 Conclusion

We successfully used the idea of potential field in several areas of a simulated soccer game, including the "classical" path planning (dribble); action success evaluation (pass, shoot); predictive cooperation (pass + predictive pass interception); arranged cooperation and learning by run-time adaptation of formation to opponent. The applications of the potential field significantly improved the players. We have evaluated the described approaches by collecting statistical data from several hundreds simulated games against the original player (without potential maps) and against other teams. It is difficult to evaluate an approach exactly, as different strategies are successful against different players. Anyway, the presented approaches significantly improved all monitored parameters against all tested opponents. Statistical evaluation against the original player is in table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Old value</th>
<th>New value</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of shoots to goal per game</td>
<td>2.5</td>
<td>5.9</td>
<td>+136%</td>
</tr>
<tr>
<td>Shoot success</td>
<td>16.7%</td>
<td>39.8%</td>
<td>+139%</td>
</tr>
<tr>
<td>Number of opponent shoots to goal per game</td>
<td>2.5</td>
<td>0.3</td>
<td>-88%</td>
</tr>
<tr>
<td>Opponent Shoot success</td>
<td>16.7%</td>
<td>2.5%</td>
<td>-85%</td>
</tr>
<tr>
<td>Number of own offside per game</td>
<td>3.9</td>
<td>0.8</td>
<td>-79%</td>
</tr>
<tr>
<td>Number of passes per game</td>
<td>227.6</td>
<td>271.1</td>
<td>+19%</td>
</tr>
<tr>
<td>Pass success rate</td>
<td>47.3%</td>
<td>61.9%</td>
<td>+30%</td>
</tr>
<tr>
<td>Ball possession</td>
<td>50%</td>
<td>80.1%</td>
<td>+60%</td>
</tr>
</tbody>
</table>

As we can see, the sum of all approaches increased the overall game quality significantly. The synergic effect of all approaches caused, that the overall improvement is higher, than the improvement of individual approaches. The most significant improvement is in the ball possession, caused by improved dribbling and passing, together with better player global and local positioning. This also resulted in more scoring chances. This, combined with the improved shooting, resulted in an increased goal rate. There are still some problems in the player (as we can see on the relatively low pass success rate), but this is caused by improper control of the visual sensor (which will be the next to improve), rather than by the potential map approach.

The presented potential field approach has also many further possibilities of use, which would improve the quality of the game, without the need of significantly increasing the computational complexity. The use is not restricted to the simulated league, for which it was designed.

Potential fields and maps are very successful in domains of autonomous agents and multi-agent systems. This and other works in this area show, that even after many years since the first potential field approaches, their future potential is far from exhausted.
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